FLATMATES AND THE BOUNDED COHOMOLOGY
OF ALGEBRAIC GROUPS

NICOLAS MONOD

AsstrAcT. For all algebraic groups over non-Archimedean local fields,
the bounded cohomology vanishes. This follows from the correspond-
ing statement for automorphism groups of Bruhat-Tits buildings, which
hinges on the solution to the flatmate conjecture raised in earlier work
with Bucher. Vanishing and invariance theorems for arithmetic groups
are derived.

1. INTRODUCTION
Our main goal is the following vanishing theorem.

Theorem A (Algebraic groups).
Let G be any algebraic group over a non-Archimedean local field k.

Then the continuous bounded cohomology of G(k) with real coefficients van-
ishes in every positive degree.

It is understood that the group G = G(k) of k-points of the scheme G is
endowed with the locally compact topology determined by the local field
k. Examples are (almost-)simple linear algebraic groups such as

G =SL,(k) or G=S0y(k), both with k =Q,, or k =F,((t)),

for which Theorem A can be viewed as a strengthening of the classical van-
ishing theorem of Garland, Casselman, Wigner and Harder [Gar73, Cas74,
CW?74, Har77], noting that non-trivial coefficients were already treated
in [Mon10]. Structure theory and general principles will reduce Theorem A
to the case of such simple algebraic groups; in view of Bruhat-Tits theory,
that case is in turn contained in the following statement.

Theorem B (Buildings).
Let G be a locally compact group acting properly by automorphisms on a locally
finite Euclidean building.

If this action is strongly transitive, then the continuous bounded cohomology
of G with real coefficients vanishes in every positive degree.

Previously, this statement was only known in the special case of trees [BM19].

Motivations. Our first motive to establish Theorem A is that the bounded

cohomology of real or complex algebraic groups, and more generally of Lie

groups, remains very mysterious to this day even though it has been sub-

jected to intense scrutiny ever since Gromov’s seminal work [Gro82]. The
1
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original impetus for that study goes back to Milnor’s 1958 paper [Mil58]
and the Milnor-Wood inequality: the fact that some characteristic classes
happen to be bounded translates into non-trivial estimates for topological
invariants of bundles and manifolds. Gromov conceptualised this by in-
troducing bounded cohomology and proved that all characteristic classes
of flat G-bundles, where G is a R-algebraic group, are bounded. (Another
proof was given by Bucher in [Buc04, Buc07]; see also [HO12] for related
results.)

Nonetheless, Dupont’s 1979 conjecture [Dup79] that all the real con-
tinuous cohomology classes of connected simple Lie groups are bounded
remains open for many groups. In fact, if we exclude groups of Hermit-
ian type, it is open for almost all other simple Lie groups, see [HO12]. A
stronger version of this conjecture, open for all semi-simple (non-compact)
groups, is as follows:

Conjecture (Problem A in [Mon06]).
Let G be a connected semi-simple Lie group with finite center. Then the contin-
uous bounded cohomology of G with real coefficients is naturally isomorphic to
its ordinary (continuous) cohomology.

For semi-simple algebraic groups over non-Archimedean local fields,
it is a classical result that the ordinary continuous real cohomology van-
ishes [CW74, Cor. 2], [BW80, §X]. In that sense, Theorem A answers the
analogue of the above conjecture in the non-Archimedean case.

This was previously only known for rank one groups, such as SL»(Q,),
because the statement of Theorem B was only available in the particular
case of trees [BM19]. (For higher rank groups, vanishing in degree two
was obtained [BM99] and the stability methods of [Mon10] reduce degree
three to the rank one case as proved in [GLMR23, Thm. 6.3.1]. Nothing
was known in higher degrees.)

In the Lie case originaly considered for the above conjecture, the isomor-
phism is only known in the following low degrees. In degree 2 by [BM99].
In degree 3, for some groups by [Mon04, Piel8, BBI18] and very recently
[DICM23], using [DICMH23, DICMH24], established degree 3 for all clas-
sical complex groups. In degree 4 it is known for SL,(R) only [HO15].

A second motivation for Theorem A is that when ordinary cohomology
is already known to vanish, as for simple non-Archimedean groups, then
the bounded vanishing is a strict strengthening of vanishing. Indeed, it
implies that even “almost-cocycles” must be trivial, as illustrated by the
case of quasi-morphisms. That case, which concerns n = 2 only, has a
number of applications to rigidity. Higher vanishing and bounded acyclic-
ity have been much studied recently, though mostly for “large” transfor-
mation groups without topology [MM85, Loh17, Mon22, MN23, FFLM23,
CFFLM23, FFMN24].
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Arithmetic groups and non-trivial coefficients. Our third incentive is the
cohomology of discrete groups. Theorem A provides one of the main miss-
ing pieces for the study of the bounded cohomology of S-arithmetic groups.
In the case of ordinary cohomology, this is the most classical motivation
and the main reason why continuous cohomology of algebraic groups has
been studied for general coefficients [BW80]. Indeed, following Borel-
Serre [BS76], to study the “abstract” cohomology of an S-arithmetic group
I, one realises it as a lattice I' < G in a product of algebraic groups over var-
ious local fields (which is possible by results of Borel [Bor63, §8], respec-
tively Behr—Harder [Beh69, Har69] in positive characteristic). For instance,

[ =SLy(Z[1/p]) in G =SLy(R)xSLy(Q,).

In a suitable range of degrees, the cohomology of I will then be determined
by the continuous cohomology of G with coefficients in an induction mod-
ule. Therefore, vanishing results for G with non-trivial coefficients will
imply invariance theorems, namely the statement that H"(I') is isomorphic
to H?(G) for suitable n [BS76, Ser71]. At that point, the vanishing for non-
Archimedean groups will further indicate that H"(I') is given by the con-
tinuous cohomology of the Archimedean factors, which is known from Lie
theory. In particular, if G has no non-compact Archimedean factors, e.g. in
positive characteristic, then one concludes a vanishing result for I' (still for
suitable n only), as originally conjectured by Serre.

This classical picture has an analogue in bounded cohomology with no-
table differences. For non-trivial coefficients, the ordinary vanishing holds
below the rank by work of Garland [Gar75, Gar73], Casselman [Cas74],
Casselman-Wigner [CW74], Borel-Wallach [BW80]. We established it for
bounded cohomology below twice the rank [Mon10], by different methods
but still using a form of Solomon-Tits theorem.

However, for trivial coefficients R, the vanishing of Theorem A was pre-
viously unknown because the Bruhat-Tits building methods from ordinary
cohomology fail in the bounded setting. To illustrate this, consider that
ordinary vanishing above the rank for arbitrary coefficients clearly holds
since the rank is the dimension of this building, which is contractible.
This sort of soft and easy principles fail completely for bounded cohomol-
ogy, which is one of the reasons for its appeal, and for its difficulty. For
instance, the tree of SL,(Q,) is a contractible one-dimensional simplicial
complex [Ser77], but this does not preclude degree-two bounded cohomol-
ogy. Here is a folklore example:

Proposition C (Coefficients).
There exist irreducible continuous unitary representations 1 of G = SL,(Q,)
with H2, (G, ) # 0.

Returning to arithmetic groups, we obtain a vanishing theorem for these
discrete groups in the spirit of Garland’s results on Serre’s conjecture by
combining Theorem A with our results from [Mon10].
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Theorem D (Discrete groups).
Let K be a global field and G a connected simple linear K-group which is anisotropic
over the Archimedean completions of K.

Let S a finite set of valuation classes of K and let I = G(K(S)) be the corre-
sponding S-arithmetic group over the ring K(S) of S-integers.

Then Hy(T) = 0 for all 0 <n <2} grankg (G).

The assumption on Archimedean completions is trivially satisfied when
K has positive characteristic. In characteristic zero, a concrete example is
as follows. Let p be a prime =1 mod 4 and let d > 5. Then

H(SO4(Z[1/p])) =0 V0<n<d-1

and also n=d -1 for d even, since the Q,-rank of SO, is [d/2], using p = 1
mod 4 via Gauf$’s Theorem 108 [GauO1, §IV.108]. (The restriction d > 5 is
to avoid the non-simple case d = 4 and the trivial range of n for d < 3.)

More generally, when isotropic Archimedean places are allowed, we ob-
tain an invariance theorem:

Theorem DY (Discrete groups, bis).
Let K be a global field, G a connected simple linear K-group and S a finite set of
valuation classes of K containing the set Sy of all Archimedean ones for which
G is isotropic.

Let T = G(K(S)) be the corresponding S-arithmetic group and consider the
semi-simple Lie group L = [],e5, G(Ky).

Then Hy(T) = H), (L) for alln <2}, csrankg (G).

In general, only the case n = 2 was previously known: this was the main
result of [BM99].

As a concrete example, given an integer m > 1, the inclusion of the S-
arithmetic group SL;(Z[1/m]) into SL;(R) induces an isomorphism

H(SLy(Z[1/m])) = HZ(SLy(R)) Vi <2(d —1)(ew(m)+1)

where w(m) denotes the number of distinct prime factors of m. Again, this
was previously only known in the special case of d = 2 by the result for
trees [BM19, Cor. 4].

We note here that the ordinary (virtual) cohomological dimension of
SL;(Z[1/m]) is n = (d — 1)(w(m) + d/2) by Borel-Serre [BS76, §6], which
lies in our range for 1 in Theorem D as soon as m has more than d/2 — 2
distinct prime factors.

Remark E (Equivalent formulation).

Theorems D and DY could instead be formulated for general irreducible lattices
in semi-simple groups as all results used in the proof hold in that setting. This
would however not really add any generality. Indeed, the range for n is void in
rank one (since Htl) always vanishes) and in rank > 2 Margulis’s arithmeticity
theorem shows that all lattices are commensurable to S-arithmetic groups. We
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find the above statements more concrete as they focus on the structure of the
groups I under consideration.

Flatmates and our approach. With Bucher, we proposed in [BM19] a strat-
egy towards Theorem B and implemented it in the special case of trees. The
main difficulty in that strategy is to understand the flatmate complex. This
object, which will be detailed in Section 3.B below, consists of all tuples of
vertices that lie in a common flat. More precisely, the question raised by
Conjecture 10 in [BM19] is to determine the “uniform homotopy type” of
this complex. We can now answer this problem as follows.

Theorem F (Flatmates).
The flatmate complex of any discrete irreducible Euclidean building is uniformly
acyclic.

In the special case of trees, where the flatmate complex is the “aligned
complex”, this statement was established in [BM19] by exhibiting a rela-
tively simple, geometrically meaningful, bounded homotopy. By contrast,
in the present case of buildings, the combinatorics of arbitrary configu-
rations of finitely many points seems far too complicated (for the present
author). Therefore, we shall prove Theorem F by introducing a few gen-
eral simplicial tools which will lead to a solution by general principles,
commuting back and forth between uniform and non-uniform homotopy
arguments.

The new contributions of our approach are as follows. Contrary to or-
dinary contractibility, Euclidean building are not uniformly acyclic. We
show in essence that they become so “modulo their flats” by considering
the nerve of the apartment system. In order to show that this nerve is
uniformly acyclic, we use on the one hand that the nerve is non-uniformly
homotopic to the building, which is non-uniformly acyclic. On the other
hand, we introduce a support control principle which allows us to upgrade
the acyclicity of the nerve to its uniform counterpart using a uniform nerve
principle that we provide. This requires a quantitative control on finite
subcomplexes; using building-theoretical arguments, we establish that this
control holds in the case of apartment systems (though not for Euclidean
buildings themselves).

We expect these tools to be useful beyond the application to algebraic
groups.

Regarding the uniform nerve principle, we recall that topological nerve
theorems fail catastrophically in bounded cohomology. On the one hand,
the circle is boundedly acyclic but the nerve of finite good cover of the circle
is not. In the reverse direction, the nerve of a finite good cover of a bouquet
of two circles has no cohomology in dimension > 1, while this bouquet has
infinite-dimensional bounded cohomology in dimensions 2 and 3.

Acknowledgements G (Gratitude). I am very grateful to Pierre-Emmanuel
Caprace and Francesco Fournier-Facio for their comments.
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2. SIMPLICIAL METHODS

2.A. Notation. We use the standard notation where a simplicial complex
Y is a set of non-empty finite sets closed under passing to non-empty sub-
sets. The set of g-simplices is denoted ¥; strictly speaking we distinguish
Yo from the vertex set Vert(X) = (J,er 0. The full simplex AX on a set
X is the collection of all non-empty finite subsets 0 C X. A subcomplex
¥’ C ¥ is full if it contains every o € ¥ with o C Vert(Y’). A simplicial map
is a map f: £ — X’ that is induced by a vertex map VertY — Vert¥’ also
abusively denoted by f.

Given a cover .# of a set X, the nerve N.% C A% is the simplicial com-
plex of all non-empty finite subsets of .# having non-empty intersection.

Given a poset S, that is, a set endowed with a partial order, the cor-
responding order complex is the simplicial complex BS C AS consisting
of all non-empty finite chains. Thus an element of BS, is of the form
{sp <-» <'s;}. Both isotone and antitone (i.e. order preserving/reversing)
poset maps induce simplicial maps since the definition of BS is self-dual.

Our notation reflects the fact that BS represents a classifying space of
S viewed as a category (compare [Qui78]). We warn the reader that BS is
sometimes called a “nerve” (and its realisation a classifying space) [Seg68];
adding to the confusion, the nerve that we defined above is itself a classi-
fying space of a category of inclusions associated to the cover.

Finally, since a simplicial complex ¥ is a poset under inclusion, we can
form its order complex BY, which is the barycentric subdivision of .

We write C,(X) for the group of real-valued g-chains of usual simpli-
cial homology. This is a normed vector space for the following norm. A
basis of C4(X) is obtained by choosing an oriented simplex for every g-

simplex. Consider the £!-norm associated to this basis, i.e. the sum of the
absolute values of the coefficients in this basis; this norm does not depend
on the choice of orientation since orientations only affect signs. The bound-
ary maps d: Cy+1(X) = C4(X) are augmented by the sum of coefficients
€: Co(z) — R.

The simplicial complex ¥ is uniformly acyclic if its (augmented) chain
complex admits a contracting homotopy h, such that each h;: Cy(¥) —
Cy+1(2) is bounded (in the sense of linear maps between normed vector
spaces). This notion was used in various forms since [MM85] and was re-
cently systematically developed in [KS23] in the semi-simplicial setting.
Examples include all simplicial cones, in particular any full simplex, where
the bound on h, can be chosen to be 1.

For bounded cohomology (simplicial and beyond), we refer to the found-
ing paper of Gromov [Gro82] and to [Fril7, Iva20]. Uniform acyclicity im-
plies the vanishing of simplicial bounded cohomology (“bounded acyclic-
ity”), though the two are not equivalent.
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2.B. Support control. The first tool that we introduce is a “support-to-
norm” principle leveraging the fact that the norm on homology cycles is
not just any norm, but a £!-norm. This allows to control operator norms on
a basis, which is an elementary form of projectivity; in fact, a theorem of
Kothe [K6t66] shows that projective Banach spaces are precisely £!-spaces.

Theorem 2.1. Let X be a simplicial complex. Suppose that there is a function
@: N — N such that every set of n vertices is contained in some acyclic subcom-
plex of ¥ with at most ¢(n) vertices.

Then X is uniformly acyclic.

In preparation for the proof, we introduce an auxiliary notion.

Lemma 2.2. Given q,r €N, there is a constant U, (r) with the following prop-

erty. For any simplicial complex ® on at most r vertices and for any (q+1)-chain

B € Cpi1 (D), thereis ' € Cpyy (O) with df = dp’ and ||| < Uy (r)ll9Bll-
Moreover, there is a smallest such constant.

Definition 2.3. This smallest constant will be called the universal con-
stant U,(r).

(We could choose a coarser constant depending on r only since finitely
many g are relevant for every given r, but our notation allows the proof of
Theorem 2.1 to extend to a more general setting, recorded in Theorem 2.7
below.)

Proof of Lemma 2.2. Given any finite simplicial complex @, the homology
boundary map d: C,,1(P) — C,(P)is a linear map between finite-dimensional
vector spaces and therefore it is an open map (for any norm, in particular
the given ¢!-norm). This means that there is a constant C (depending on
® and g) such that any boundary df, where € C,,;(®P), can be written
dp = dp’ for a chain B’ with ||8’[| < C||9B]|.

We define U,(r) as the infimum of those C that have this property si-
multaneously for all simplicial complexes @ on at most r vertices. This is
well-defined since there are only finitely many isomorphism types of such
complexes.

We note that the finite dimensionality of C,,1(®) implies also that U,(r)
itself works as a constant C above, despite the use of the infimum. g

Proof of Theorem 2.1. For brevity, we shall say that a chain w € Cy4(X) has
support at most m if w is a linear combination of at most m oriented g-
simplices. We construct by induction on q > -1 a sequence h, of linear
maps

hy hy Iy h, hs
0<—R—=Cy(X) C1(2) CGIE)—=C3() —=---
€ d d d 9

and a sequence of functions ¢;: N — N. The inductive claims are:
(i) Boundedness: the linear map h, is bounded.
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(ii) Homotopy: the identity map can be written h,_;d + dh, for g > 0,
h_ie+dhy for g =0and eh_; for g =-1.

(iii) Support: if ¢ > 0 and w € C,(X) has support at most m € N, then h,(w)
has support at most ¥, (m).

To start the induction at g = —1, we select a vertex vy and define h_;(t) =
t{vg} for t € R. We set p_; = 1. The first two inductive conditions are
satisfied. The last one was not formulated for g = -1, but in view of the
inductive step we note that its conclusion still holds since h_;(¢) has support
at most 1.

We now address the inductive step for any g > 0, abusively writing d for
€ in the special case g = 0.

We consider the basis of C;(X) given by some choice of an oriented sim-
plex o for every g-simplex o. We shall first define h, on each ¢ (but assum-
ing that h,_; is already given on its entire domain of definition).

The second inductive assumption implies that a = 6 —h,_1dd is a cycle
because

d(hy-196) = (dhy_1)do = (Id — h,_»0)dd = do

for g > 0, whereas for g = 0 we have dh_;dd = do from d =e.

Since d¢ has support at most g+1, the third inductive assumption shows
that a has support at most 1+ ¢, 1(q + 1). Thus at most n vertices are
involved, where

n=(q+ 1)(1 +1Pao1(q+1)).
The assumption on ¥ implies that & = df for some f € C,,(X) such that
B (and hence also @) is supported on a subcomplex @ C ¥ with at most
@(n) vertices. By Lemma 2.2, upon possibly replacing by another chain
in Cgy1(®P), we can assume that  has norm at most U, (¢ (n))||al.

We now define h,(d) = p and extend it by linearity to define h, on all of
C4(2); this is possible since the various ¢ form a basis. As for i,, we define
it for m € N by

y(m)=m- (Z]D_(:;)), recalling n=(q+ 1)(1 +1hy1(g+ 1)).
Let us proceed to verify the inductive claims for g.

For the boundedness condition (i), let w € C,(X). Since w is a finite sum

of the form Zae):q w(0)d, we have

gl < ) o)l lg( )1 < (sup g} Y letot)
o€, 0€2 0€X,

Since Zae):q |w(0)| is the £!-norm of @ defined on C,4(2), it suffices to show

that the supremum in the above expression is finite. This follows because
the bound obtained above for §, namely

lrg(S) < Ugl@(m)llall < Ug(ep(m)) (6 11+ Mgy ]I 191l ll5 1),
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is independent of ¢, in view of the definition of n and recalling that ||6|| = 1.
The homotopy condition (ii) is linear and therefore holds by construction
because, on our basis,

o= hq_lad +a= hq_lz?d + 8/3 = (hq_1<9+ ahq)G

Finally, for the support condition (iii), let m € N and consider w € C4(X)
with support at most m. Thus w is a linear combination of at most m ori-
ented simplices 6. For each &, our construction of h,(d) is a (g + 1)-chain
on a complex with at most ¢(n) vertices, and thus it has support at most

((g(fz)). It follows as claimed that /i, (w) has support at most i, (). O

We wrote the above proof in such a way that it shows a formally stronger
statement, recorded in Theorem 2.7 below. Only the simpler statement of
Theorem 2.1 will be used in this article; the reader can ignore the rest of
this subsection and any mention of semi-simplicial sets.

First we note that the vertex-count ¢, which will be the relevant quantity
in our applications to buildings, only served to bound the support, in terms
of (g + 1)-simplices, of a (g + 1)-chain  bounding a g-cycle a (whence the
binomial coefficients). Therefore we can formalise this in the more general
semi-simplicial setting where simplices are not determined by vertices:

Definition 2.4. A semi-simplicial set (¥,),>0 has support control (below
some q < +oo) if for every q < g there is a function ¢,: N — N such that
every g-cycle with support at most m is the boundary of a (q+1)-chain with
support at most ¢,(m). (The restriction g on the range can be useful in
non-acyclic settings such as the spherical Solomon-Tits theorem.) We call
@, the control function.

Accordingly, we replace the universal constants U, () by a semi-simplicial
analogue: define the semi-simplicial universal constant Ug*(p) by consid-
ering all semi-simplicial sets @, such that ®,,; has at most p elements and
then considering the same constant C as in the proof of Lemma 2.2 but for
the linear map of finite-dimensional spaces d: Cy.1(D,) — C,(D,).

In the special case of simplicial complexes, the relation to the earlier

constants is thus U,(r) < U;S((q:2)) and ¢, (m) < ((P(";(f;l)))_

Example 2.5. On can check that support control below q = 1 is equivalent to:
connected with finite diameter.

Remark 2.6. The definition of support control is given in terms of real cochains.
We will establish it, however, in the stonger form of quantitative contractibility
as in Theorem 2.1, which implies support control with any coefficients. Accord-
ingly we can speak of integral support control for Z coefficients, etc.

Theorem 2.7 (Technical variant). Let (X4)40 be a semi-simplicial set and let
1 g < +c0. Suppose that ¥, has support control below q.
Then ¥, admits a bounded contracting homotopy (hy)s>—1 up to 9 <q.
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In particular, the real simplicial bounded cohomology HE(Z,) vanishes in
degrees 0 < q <q and Hg():,) injects into H1(X,) when q < +co.

Proof. The inductive proof given for Theorem 2.1 holds almost unchanged
with the adaptations introduced above. Thus, since a has support at most
1+1,_1(q+1), it follows that  has support at most ¢, (1 +,_1(q+ 1)) and
therefore the inductive definition of 1, becomes

1l/q(m) =m-: (Pq(l + labqfl(q +1)).
The rest of the proof is unchanged.
If § # +c0, we stop the inductive argument at g = g — 1. The state-

ments for bounded cohomology follow by duality, see Theorems 2.3 and 2.8
in [MM85]. O

Remark 2.8. This proof shows that in hindsight we can take the control func-
tion to be linear for every given q since 1, is in particular also a control function.

We believe that there are many circumstances where support control is
a helpful method to establish (and strengthen) uniform acyclicity. For in-
stance, it is well-suited to combinatorial arguments such as glueing:

Lemma 2.9. Let (£,),>0 be a semi-simplicial set and let 1 <q < +oco. Suppose
that ¥, is the union of two semi-simplicial subsets X}, ¥.

If ¥¢ and X have support control below q and ¥F N'Ey has support control
below q — 1, then X, has support control below q.

Moreover, the control function for X, can be taken to depend only on the
control functions for ¥ and Tt N X,.

If the support is replaced by the norm, then the analogous statement is
given in [KS23, 7.13].

Proof. A g-cycle @ on ¥, can be written a* —a~ for a* € C,(X7) without
introducing new simplices in the supports. Then da* = da~ is a (g — 1)-
cycleon X3 N Y7 If da* = dw for w € Cy(X] NXY), then a* — w is a g-cycle
on X and hence can be written dp* for p* € Cp,1(X;). By assumption, the
supports of w and f* can be bounded in terms of the support of «. Finally,

a=dpt-p). 0

2.C. Uniform nerve principles. Leray established the classical correspon-
dance between the homotopy type of a space and that of the nerve of a
good cover; a simplicial version is due to Borsuk. Our next tool is a uni-
form version of the simplicial nerve lemma. We write Sub(X) for the poset
of subcomplexes of a simplicial complex ¥. In order to facilitate the con-
trol of the constants, we make a strong assumption on the intersections
(which will be granted in our applications). We begin with a statement for
finite covers (of generally infinite complexes).

Theorem 2.10. Let X be a simplicial complex and let .% C Sub(X) be a finite
cover of ¥ by subcomplexes.
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Suppose that every non-empty intersection of elements of % is a full simplex.

Then ¥ is uniformly homotopy equivalent to the nerve complex N.%. More-
over, all bounds can be chosen independently of ¥ and .%, i.e. they depend only
on the homology degree.

The overall structure of the argument is similar to a strategy used for or-
dinary nerve principles such as in [Bjo81, Lem. 1.1]. One ingredient is the
carrier lemma, for which a uniform version was established in [FFMN24]
(in the greater generality of semi-simplicial sets). Recall that given sim-
plicial complexes Q,()” a carrier is an isotone map C: Q) — Sub(Q)’); it is
uniformly acyclic if for each ¢, every complex C(o0) is uniformly acyclic,
uniformly over o € Q.. A simplicial map ¢: QO — Q' is carried by C if
VYo :@(o)e C(o).

Lemma 2.11 ([FFMN24)). If @, ¢: Q — Q) are carried by the same uniformly
acyclic carrier, then they are boundedly homotopic with constants depending
only on the carrier and the homology degree.

In particular, if @,1p: S — S’ are two isotone (or two antitone) poset maps
with Vs : @(s) < (s), then the corresponding simplicial maps BS — BS’ are
boundedly homotopic with constants depending only on the homology degree.

Reference for the proof. The first statement is (the simplicial case of) Lemma 4.11
in [FFMN24]. The second one is a version of Theorem 4.12 therein and fol-
lows from the first by exhibiting a cone as carrier. O

Proof of Theorem 2.10. Considering ¥ and N.# as posets, we define an an-
titone map

f:X—NZF, f(o)={FeZ:0€F}

Next, for every a € N.%#, we choose some vertex x, of Na. Define
g:NF —7%, g(B)={r,:aeNF with pCa}

Note that g(p) is indeed a simplex of ¥ since all those x, are in NS, which
is a full simplex. The map g is an antitone map of posets.

We can now consider f and g as simplicial maps between the corre-
sponding order complexes BY and BN.#, which are none other than the
barycentric subdivisions of ¥ and N.#. We claim that these simplicial
maps are bounded homotopy inverses to each other with all bounds de-
pending only on the homology degree. This claim will complete the proof
of the theorem because any simplicial complex is uniformly homotopy equiv-
alent to its barycentric subdivision with bounds depending only on the ho-
mology degree. Indeed, the classical homotopy equivalences are given by
explicit sums depending only on the degree, see e.g. [Mun84, §17]. (This
fact has also been established in [KS23, §7.7] for the generality of semi-
simplicial sets.)
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Turning to the claim, we consider the composition gf. This is an isotone
map on the poset X (the vertex set of BY). We have

gf(a):{xa:aeNﬁsuchthatVPeﬂ,aeF:Fea}

and gf (o) is a simplex of the subcomplex Nf(o) of ¥. Note that the map
which to each ¢ associates Nf (o) is a carrier from ¥ to itself. We define a
further carrier map

C: BE — Sub(BX), C({ogG & 0,))=B(Nf(0,)).
This carrier C carries the simplicial map gf; indeed:

gf(loo G -+ G op}) = {gf(00) €+ S gf(0,)) € B( N f (o))

since each gf(o;) is in Nf(o;) which is a subset of Nf(0,). On the other
hand, C also carries the identity because o, € Nf(0,) by definition of f. In
order to conclude from the uniform carrier lemma that ¢f and the identity
are uniformly homotopy equivalent with the desired uniformity of con-
stants, it remains only to justify that the carrier C is uniformly acyclic with
constants depending only on the degree. But this last point follows from
the fact that the carrier is the barycentric subdivision of Nf(0,), which is a
full simplex.
We now consider the other composition, fg, which is simpler. We have

fg(/}):{Feﬁ:\/aeN,/}gajxaeF}.

Unravelling all definitions, we see that g C f g(p). In other words, fg dom-
inates the identity (as poset maps); therefore, the uniform carrier lemma
applies. g

The covers that will appear in the proof of our main result are not finite,
in fact not even locally finite (they have locally the power of continuum),
but turn out to have uniformly acyclic nerves. Therefore, we shall need
the following variant of Theorem 2.10. We caution the reader that a diffi-
culty resides in the fact that successive nested finite subcovers will a priori
give distinct homotopy equivalence maps; we will argue that they must be
boundedly homotopic to each other.

Theorem 2.12. Let ¥ be a simplicial complex set and let % C Sub(X) be a cover
of ¥ by subcomplexes.

Suppose that every non-empty finite intersection of elements of F is a full
simplex.

Then ¥ is uniformly acyclic if and only if the nerve N % is so.

Proof. Suppose that N.# is uniformly acyclic. Fix 4 € N and consider any
cycle w € Cy(X). Then there is a finite subset #’ C .7 which covers all
simplices involved in w. We consider the subcomplex ¥’ of ¥ given by the
union of .#’ and view w as a cycle on ¥’. The homotopy equivalence of
Theorem 2.10, applied to ¥/, means that there are bounded linear chain
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maps C,(X') — C,(N.7’) and in the opposite direction which induce mu-
tually inverse isomorphisms in homology. Consider the cycle 17 € C,(N.#”)
corresponding to w as a cycle on N.#. The uniform acyclicity assumption
implies that we can write 17 = 99 for 9 € Cy,1(N.F) with [|3]| < c[|5]|, where
c depends only on g and on N.Z.

Again 9 is supported on N.#” C N.Z for some finite .#” C .% and we
can assume that .#” contains .#’. We apply again Theorem 2.10, this time
to X7 = U.Z”, noting that w is also a cycle for this complex. The resulting
chain map C,(2”) — C,(N.#") sends w to some cycle 7 € C,(N.7"). We
claim that 77— 1 = do for some ¢ € C,,1(NF") with ||| < ¢’[|w||, where ¢’
depends only on g, on ¥ and on N.%#. This claim will finish the proof that ¥
is uniformly acyclic, since 77 = d(3 + ¢) will then imply that w is a boundary
(in X”) and since all constants (including those from Theorem 2.10) depend
on ¢, ¥ and .# only, not on w.

To justify the claim, we need to compare the two maps

C, (X)) — C,(NF') € C,(NF") and C,(¥) € C,(X") — C,(N.F")

which produce the cycles 7, respectively 7, from w. It suffices to show that
these maps are homotopic with uniform constants.
Consider the underlying two poset maps

f:Y—>NZF CNF” and f": 2 C 2"—>NF"

which are constructed in the proof of Theorem 2.10. Strictly speaking, the
first one is the corestriction of the map f constructed for ¥/, the second
the restriction of the map f for X”. Appealing again to the uniform carrier
lemma in the form of Lemma 2.11, it suffices to show the following: for
every o € ¥/, f’(0) C f”(o). This, however, is apparent in the definition
given for f in the proof of Theorem 2.10.

The converse, which we will not need, is proved in exactly the same
way. Namely, given finite subcovers .#’ C .#” C .% and the corresponding
subcomplexes ¥’ C ¥”, it suffices to compare the two poset maps

g N7 —7%¥ Cc¥ and ¢": N C NF'—3"

arising from the proof of Theorem 2.10. If the choice a — x, has been
fixed once and for all for every a € .%, then indeed g’(B) € g”(p) holds for
all B € N.#’ and we conclude as above. O

3. THE FLATMATE COMPLEX OF EUCLIDEAN BUILDINGS

3.A. Euclidean buildings. We shall adopt the viewpoint that a building
is a complex endowed with a system of apartments and refer to [AB08],
[Ron09] and [Wei09] for background. For simplicity, we only consider ir-
reducible buildings, which are therefore simplicial (rather than polysimpli-
cial) complexes. All arguments below adapt to the non-irreducible case,
but this setting is not needed for our vanishing results because, as we shall
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recall in Section 4, the vanishing passes to finite products of groups (and
from finite index subgroups).

In the case of discrete irreducible Euclidean buildings, each apartment
is a full subcomplex isomorphic to a triangulation of a Euclidean space,
making the synonym ‘flat’ especially congruous. We recall that the apart-
ments are combinatorially convex, which means by definition that every
minimal gallery connecting two chambers of an apartment remains in that
apartment; see e.g. Prop. 4.40 in [AB08].

Proposition 3.1. Given a discrete irreducible Euclidean building, there exists
an integer k with the following property.

For every n € N and every family of n apartments Fy,...,F,, there exists a
family of kn apartments Eq, ..., Ey, such that the union

F{U---UF,UE; U---UEj,
is contractible (as a simplicial complex).

Proof. We define k to be the number of chambers of the spherical Coxeter
complex associated to the building. Specifically, we realise it as the number
of chambers at infinity of any apartment.

Fix some chamber c of the Euclidean building. Given any apartment F
and any chamber & of the apartment at infinity JF, choose some apartment
E; containing c with & € dE; for the existence of such Eg, see e.g. Prop. 7.6
in [Wei09]. We claim that the union of those k apartments E¢ contains F.

Indeed, select a special vertex y of c and consider the sector S based at
y and representing . The combinatorial convexity of apartments implies
that S; is contained in E;. However, it is known that the union of the
sectors Sy contains F as & ranges over the chambers of JF; this holds in the
greater generality of possibly non-discrete Euclidean buildings, see e.g. the
proof of [Hitl1, Lem. 6.3] or of [BSH14, Prop. 7.3]. This justifies the claim.

Returning to the statement of the proposition, we define the family E; as
the collection of all E¢ chosen as above for each F = Fy, ..., F,. By the claim,
the union in the statement of the proposition reduces to the union of all E;.
That union is combinatorially starlike with respect to ¢, which by defini-
tion means the following: any minimal gallery from c to any chamber in the
union remains in this union. Indeed, this holds by combinatorial convexity
of the apartments since every E; contains c. In only remains to note that,
in a Euclidean building, combinatorially starlike chamber subcomplexes
are contractible by exactly the same shellability argument as used for the
Solomon-Tits theorem [AB08, Thm. 4.127] to obtain the contractibility of
the Euclidean building itself, compare [AB08, Ex. 4.130]. O

3.B. The flatmate complex. We begin with one more general construction
of simplicial complexes. Let X be a set and .# a cover of X. Given F € .7,
the full simplex AF is a (full) subcomplex of AX. We can therefore define a
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subcomplex A X of AX by
AzX = AF.

Fe7z
We now apply the nerve principle of Theorem 2.12 to these complexes.

Corollary 3.2. Let X # @ be a set and let .# be a cover of X by non-empty
subsets.
If N.% is uniformly acyclic, then so is A zX.

Proof. By definition, the complex A zX is covered by the family of subcom-
plexes AF as F ranges over .#. For any collection Fy, ..., F, of elements of
F,we have

A(Fin...0F,) = A(F)N...0 A(F,).
Thus the nerve of this cover of A #X is canonically isomorphic to the nerve
N.Z of the cover of X. We are therefore indeed in the situation of Theo-
rem 2.12. |

We now specialise to buildings and flats.
Consider a building % with apartment system 7. The apartment system
provides in particular a cover .# of the set X of vertices of #; formally,

F = {F =Vert(A): A€ ,Q{} covers X = Vert(%).

The following is the simplicial form of the algebraic definition in terms of
chain groups that we proposed with Bucher in [BM19, Scholium].

Definition 3.3. The flatmate complex of the building % is the simplicial
complex A zX as defined above. We also refer to it, in Tits’s tongue, as the
cokotcomplex of A.

We can now answer the problem suggested in [BM19], as announced in
Theorem F. We restate it here since the notation has now been introduced:

Theorem 3.4. The flatmate complex of any discrete irreducible Euclidean build-
ing is uniformly acyclic.

The remaining ingredient for the proof of this theorem is as follows.

Proposition 3.5. Let % be a discrete irreducible Euclidean building with apart-
ment system 7. Then the nerve N o/ is uniformly acyclic.

Proof. We shall argue that the simplicial complex ¥ = N/ satisfies the as-
sumption of Theorem 2.1 for the function ¢(n) = (k + 1)n, where k is the
apartment size of the associated spherical building as in Section 3.A. To
that end, note that for any non-empty subset o) C <7, the nerve N.o7 is a
subcomplex of X. In view of Proposition 3.1, we only need to justify the
following claim:

Given any non-empty finite subset <, of %/, we consider the simplicial
subcomplex %, of % covered by 7. The claim is that if the simplicial
complex A is contractible, then so is the nerve N.o7,.
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To justify the claim, we appeal to the nerve lemma in ordinary sim-
plicial homology. This is sometimes called the Borsuk nerve lemma; in
precisely the setting of abstract simplicial complexes, two proofs can be
found in [Bj681, Lem. 1.1]. That lemma asserts that %, and N .o/, have the
same homotopy type provided that every non-empty intersection of sub-
complexes taken from the family . is contractible. Such an intersection
is a subcomplex of the building %, namely a non-empty intersection of
apartments. The combinatorial convexity of apartments implies that this
intersection is contractible and therefore the claim is established. O

End of proof of Theorem 3.4 (i.e. Theorem F). The nerve N.# coincides with
the nerve N/ of the cover of the building £ by its apartments. Thus
Proposition 3.5 states that N.# is uniformly acyclic. Therefore, Corol-

lary 3.2 implies indeed that the flatmate complex A & X is uniformly acyclic.
O

4. VANISHING THEOREMS

We first recall some terminology. A locally compact group G is bound-
edly acyclic (as a topological group) if its continuous bounded cohomology
with real coefficients H}} (G) vanishes in every degree n > 0.

A topological group is amenable if every jointly continuous affine G-
action on any non-empty convex compact set (in any Hausdorff locally con-
vex topological vector space) admits a fixed point. This holds notably when
G is compact or soluble (e.g. abelian), and is preserved by group extensions.

A subgroup H < G of the topological group G is co-amenable in G if G
has the above fixed-point property for the subclass of those convex compact
sets having an H-fixed point. This holds for instance if H has finite index,
or if H is normal with G/H amenable.

We shall use the well-known general principles summarised in the propo-
sition below to reduce the proof of Theorem A from general algebraic groups
to the simple case.

Proposition 4.1. A locally compact group G is boundedly acyclic in each of the
following cases:

(i) G admits a co-amenable closed subgroup which is boundedly acyclic;
(ii) G admits an amenable normal closed subgroup N <G with G/N boundedly
acyclic;
(iii) G is the direct product of finitely many boundedly acyclic groups;
(iv) G is the quotient of a boundedly acyclic group by an amenable normal
closed subgroup.

Proof. For (i), see [Mon01, Prop. 8.6.6]. For (ii) and (iv), see [Mon01, Cor. 8.5.2].
For (iii), combine [Mon01, Prop. 12.2.1] with [Mon01, Prop. 12.2.2(ii)].
These references make a second countability assumption which is not nec-
essary for real coefficients (but in our case all algebraic groups are second
countable anyways). O



FLATMATES AND BOUNDED COHOMOLOGY OF ALGEBRAIC GROUPS 17

4.A. Automorphism groups of buildings. Recall that a group of building
automorphisms is strongly transitive if it acts transitively on the set of
pairs consisting of a chamber and an apartment containing it.* The fact
that Theorem B should follow from Theorem 3.4 was introduced in [BM19].
We shall nonetheless give all details of the argument since the language is
somewhat different here.

Proof of Theorem B. Let G be a locally compact group with a strongly tran-
sitive proper action by automorphisms on a locally finite Euclidean build-
ing % with apartment system /. In order to prove the vanishing of the
bounded cohomology H7, (G) for all n > 0, we can assume that % is irre-
ducible and hence fits the assumptions of Theorem 3.4. Indeed, the au-
tomorphism group of a product admits the product of the automorphism
groups of the factors as a finite index subgroup.

We therefore consider the flatmate complex A X on X = Vert.# defined
in Section 3.B and note that G acts on it by simplicial automorphisms. The
bounded simplicial cochains of this flatmate complex yield an augmented
cochain complex

0 <—R <" (=((AzX)p) <9_goo((AJ@X)1) -7 ..

In terms of vertices, a g-cochain f € K‘X’((AgX)q) is a bounded alternat-
ing function on (q + 1)-tuples of vertices of the building, where each tu-
ple is restricted to lie in some apartment. (This is the viewpoint adopted
in [BM19].)

Theorem 3.4 above implies that this cochain complex is acyclic since it
is the norm dual of the normed chain complex, which is boundedly acyclic
by Theorem 3.4 (this is the duality of vanishing introduced by [MMS85]).
On the other hand, this dual cochain complex is a G-complex of Banach G-
modules and thus it is a resolution of R in the sense of continuous bounded
cohomology [Mon01].

The properness assumption implies that for each g > 0 the G-action
on any set of (p + 1)-tuples is also proper; this guarantees that each of
the modules €°°((A37X)q) is relatively injective in the sense of continuous
bounded cohomology, see [Mon01, Thm. 4.5.2]. It follows that the contin-
uous bounded cohomology of G is canonically realised by the subcomplex
of G-invariant functions in €°°((A(ng)q), see e.g. [Mon01, Thm. 7.2.1].

We continue along the lines that we proposed with Bucher in [BM19].
Choose some apartment E € &/ and denote by H < G its (set-wise) stabiliser
in G. The restriction to tuples in E is a chain map

(A X)) — ¢((Vert Eyr1)!

l

*It is ironic that the term Tits chose for his marvelous concept of building is immeuble —
literally: that which cannot be moved — whereas he demonstrated how deeply buildings are
entwined with their rich transformation groups.
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The claim is that this map is bijective, thus establishing an isomorphism be-
tween the continuous bounded cohomology of G and of H. This will com-
plete the proof because H is an amenable group and is therefore boundedly
acyclic.

The injectivity of the claim follows from the transitivity of G on .»/ and
the definition of the flatmate complex A zX. Surjectivity is the only time
where we are using the strong transitivity, as follows.

Pick f in £%°((VertE)7*1)H and let x be any (g + 1)-tuple of vertices in
any apartment (i.e. x represents any simplex of the flatmate complex). We
know that gx C E for some g € G and we want to extend f to this x by
setting f(x) = f(gx). To show that this is well-defined and that the resulting
function f on (A£X), is G-invariant, the only point to verify is that any
other ¢’ € G with ¢g’x C E satisfies f(g'x) = f(gx).

Consider the two apartments g~'E and g’ E; both contain x. By strong
transitivity, there exists g € G which maps g"'E to ¢’ 'E and such that g
fixes pointwise the intersection g"'E N ¢’ 'E, see e.g. [AB08, Prop. 6.6]. In
particular, q fixes every vertex in x. Now h = g’q¢! is an element of H
and hgx = g’qx = g’x. Since f was supposed H-invariant on tuples in E, it
follows f(gx) = f(g’x) as desired. ]

Remark 4.2. In view of potential generalisations, we point out that the above
argument used only the bounded acyclicity, rather than the amenability, of the
apartment stabiliser H.

4.B. Algebraic groups. We now turn to the proof of Theorem A and con-
sider an arbitrary algebraic group G over a non-Archimedean local field k.
Our goal is to show that the locally compact group G = G(k) is boundedly
acyclic. We recall here that G is endowed with the canonical Hausdorff
“strong” topology [Mum99, 1§10].

We use general structure theory to reduce G to a simpler class of groups,
the class of simple groups. We need however to keep track of G = G(k) in
view of the discrepancy between quotients of algebraic groups and of the
corresponding k-points.

There is no loss of generality in assuming G connected since passing
to GY will replace G by a finite index closed subgroup, which is fine by
Proposition 4.1(i).

We first recall that there is a canonical affinisation quotient, i.e. a faith-
fully flat morphism 1: G — G, to an affine group G, = Specf(G) and
that the kernel Ker 1 is contained in the center of G. This is a general form
of a theorem of Rosenlicht [Ros56] established in [DG70, I11.3.8]: combine
Thm. 8.2 and Cor. 8.3 therein under our assumption G = G°. It can also be
read in [Bril7, Thm. 1].

In particular, Ker ¢ is commutative and G,g, being affine, is a linear al-
gebraic group [Wat79, §3.4].
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The quotient of G, by its radical is a connected semi-simple group S.
Thus S is the almost-direct product of some number r of (quasi-)simple
connected factors G;, i = 1,...r. We reorder the factors so that G; is k-
isotropic exactly when i <'s for some 0 <s <.

Recall that G; (k)" denotes the normal subgroup of G;(k) generated by the
k-points of the k-split unipotent subgroups of G;. This group is introduced
in detail by Borel-Tits [BT73, §6]; several equivalent definitions are given
in [BT73, 6.2]. In many cases (including local fields of characteristic zero),
G;(k)* = G;(k) holds for isotropic groups; in the general case, we shall use
that the quotient G;(k)/G;(k)* is compact [BT73, 6.14].

Consider first i <s. Then Bruhat-Tits theory [BT72, BT84] (as above we
refer to [AB08], [Ron09] and [Wei09] for background) shows that the locally
compact group G;(k) acts strongly transitively on an irreducible locally fi-
nite Euclidean building. The resulting action of G; (k)" is still strongly tran-
sitive; this follows e.g. from the decomposition given in [BT73, 6.11(i)].
Moreover this action is proper since the center of G;(k) is finite. Therefore,
Theorem B implies that G;(k)* is boundedly acyclic for all i <s. If i >,
then by convention G;(k)* is trivial. In conclusion, Proposition 4.1(iii) al-
lows us to obtain that the product [];_; G;(k)* is boundedly acyclic. It fol-
lows by Proposition 4.1(iv) that S(k)* is also boundedly acyclic because
S(k)* is the almost-direct product of the G;(k)*, see [BT73, 6.2(iii)].

At this point we consider the continuous group homomorphism

[ G=G(k) = Gy(k) — S(k) = Gy (k)--- G, (k).

We claim that the image f(G) in S(k) contains S(k)*. Indeed this image
is a Zariski-dense normal subgroup; therefore it must contain each G;(k)*
since the latter is abstractly simple modulo its center by the main result
of [Tit64]. The claim follows.

We deduce that the pre-image G* < G of S(k)* is a normal cocompact
subgroup of G. In particular it is co-amenable and therefore, by Proposi-
tion 4.1(i), it suffices to show that G* is boundedly acyclic. Since we already
know that S(k)* is boundedly acyclic, this follows from Proposition 4.1(ii)
if we justify that the kernel of f|s+ is amenable. By construction, this kernel
is contained in a central extension of the group of k-points of the radical of
G,¢p; therefore it is soluble and this completes the proof. O

Remark 4.3. Ker i and the radical of G,g could have been combined into one
“radical of G” in the above reductions, but the author is more comfortable sep-
arating the two steps since the classical structure theory is often stated in the
context of linear algebraic groups [Bor91, Hum?75, Spr98].

We still need to justify Proposition C, for which we claim no originality.
The idea is taken from the introduction of [BM02b], but translated to the
non-Archimedean context.

Let G = SL,(Qp) and let I' be a (finite rank non-abelian) free group re-

alised as a cocompact lattice in G. Then HE(I‘) is non-trivial: this was
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already established by Johnson in [Joh72, Prop. 2.8] and rediscovered by
Brooks [Bro81]. The coefficient induction of bounded cohomology [Mon01,
§10.1] implies that Hfb(G,L‘x’(G/I‘)) is also non-trivial. Since we are in
degree two, a “double ergodicity with coefficients” argument shows that
Hfb(G,Lz(G/F)) is non-vanishing: this was established in [BM99], see also
[BMO02a, Cor. 11].

Consider now a direct integral decomposition of L?(G/T) into irreducible
continuous unitary representations of G, which is even a Hilbertian sum
decomposition in this case [DE14, Thm. 9.2.2]. Appealing again to double
ergodicity with coefficients, we conclude that some of these representa-
tions must have non-trivial Hfb (see e.g. Thm. 3.3 and Cor. 3.4 in [MS06];
these are stated for discrete groups but hold verbatim in the locally com-
pact case). O

Remark 4.4. The first paragraph of the above argument can be replaced with a
geometric construction of a cocycle with coefficients in a multiple of the regular
representation of G, as explained in [MS03, §2] and [MS04, §4]. Then the
second paragraph holds using a direct integral decomposition (the Plancherel
decomposition).

4.C. Arithmetic groups. We retain the notation of Theorem D and we
refer to [Mar91, §1.3] for background on S-arithmetic groups, notably the
following few facts:

Given v € S we denote by K, the corresponding completion and re-
call that G(K,) is non-compact precisely when G is K, -isotropic, i.e. when
rankg (G) > 0. Let S; C S be the collection of those isotropic valuations
in S; we can assume S; # () since otherwise the statement is void. The as-
sumption Sy C S implies that I' is a lattice in [[,¢5 G(K,) and this lattice
is irreducible by the strong approximation theorem. We also note at this
point that Theorem D is indeed a particular case of Theorem DY,

Applying [Mon10, Cor. 1.4], we deduce that the restriction map from the
full product of Archimedean as well as non-Archimedean groups

HY ( ]_S[ G(K,)) — H(T)

is an isomorphism for all n <2} srankg (G). Next we observe that the

restriction map from the Lie group considered in Theorem D" is induced
by the composition

r— ]_[G(K,,) N ]_[G(Kv) =L
veS,; veS
where the right arrow is the projection. Therefore, what is needed is to
prove that the inflation map corresponding to that projection is an iso-
morphism. Theorem A implies that this is true in all degrees, using the
Hochschild-Serre sequence; specifically, the statements of Prop. 12.2.1 and
Prop. 12.2.2(ii) in [Mon01]. O
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